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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upon
in making purchasing decisions. The development, release, and timing of any features or
functionality described for Oracle’s products remains at the sole discretion of Oracle.
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Today’s Database Requirements
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Today’s Database Requirements

Transactional Integrity

OLTP + Real-Time Analytics
Standards & Skillsets
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Rock Solid Reliability Rapid Service Innovation
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Who's Using MySQL Cluster |
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MySQL Cluster
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MySQL Cluster 7—F T F
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MySQL Cluster Data Nodes
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MySQL Cluster in Action: http://bit.ly/oRI5tF
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MySQL User Conference Session: http://bit.ly/ogeid3
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1.2 Billion UPDATEs per Minute

25
/ * NoSQL C++ AP,
flexaSynch benchmark
/ * 30 x Intel E5-2600 Intel
Servers, 2 socket, 64GB
/ * ACID Transactions, with
././ Synchronous Replication
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MySQL Cluster Data Nodes

N
o

=
(6]

Second
5

Millions of UPDATES per




70fELL LD

_)7,?\707—_47“_ OIU_ . l:l—jja’f‘t’_:/ay INTA—RVAM L
- Y —FRITEM GV T)E XY
B

— JOINILIEBZFT—4 - /—FIZ#1T
— A B ZEAT

MySOL.

——DO#EREYFEMYSALIZE Y

AN
VVVVVVVV

mysqld

{s
I

* CNETIX IE‘H‘EE’J(‘E’EL#OT:

/5(. —_—
@ : ’ I E T
g \ — T ILEA LY %ﬁ
@ g] —LatroT—3- Ty
myj(—) % % 9y AN = LES
F—

K BEEMEZFIEMICE T . RT7—IIL7IhER L

ORACI—E Copyright © 2014, Oracle and/or its affiliates. All rights reserved. |

a
N
|




E=HTF R —X 70f8%
9 x)—E17EE ()

100

30 87.23 #b

60

40

20

1.26 ¥ |

0
MySQL Cluster 7.1 MySQL Cluster 7.2
* WebAN—X-aAVTUVEEVAT LA
-117—7 )L, 33,50017% %55 (JOIN)
-fEERtyk:2,0601T. 1178HT=Y195) %R T

.
C)RACI—E Copyright © 2014, Oracle and/or its affiliates. All rights reserved. |




Y\, Cluster

MySQOL. 7.3

Developer Power
Developer Simplicity

Learn More »

* Foreign Key Support * Auto-Installer
* MySQL 5.6 * NoSQL JavaScript for node.js
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Creating & running your first Cluster by Hand

Download &
Extract

¢ edelivery.oracle.com
e www.mysql.com
e dev.mysqgl.com

ORACLE

Configure

¢ Cluster-wide
“config.ini”
* Per-mysqld “my.cnf”
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Start processes

e Management Nodes
e Data Nodes
e MySQL Servers







MySQL Cluster 7.3: Auto-Installer
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» Deploy configuration Settings ¥ Help +

Deploy Configuration and start MySQL Cluster

“our MySQL Cluster configuration can be reviewed below. To the left are the processes you have defined, ordered by their startup sequence. Please select a process to view its
startup command(s) and configuration file. Mote that some processes do not have configuration files. At the bottom of the center panel, there are buttons to Deploy, Start and Stop
your cluster. Please note that starting the cluster may take up to several minutes depending on the configuration you have defined. In the process tree, the icons reflect the status

of the process as reported by the management daemon: @' . unknown or if the management daemon does not reply, D: connected or started, O: starting or shutting down,

and 0 . not connected or stopped

MyCluster processes

-| (= Management layer
{_) Management node 1
{) Management node 2
-| = Data layer
{2 Multi threaded data node 1
() Multi threaded data node 2
- = S0L layer
) SOL node 1
) S0L node 2

Startup command
-
~ Host blue
Path Mar'mysglmysgl-cluster-gpl-7.3. 1-linux-x26_54/
"

Erarmmuntnlsleo reneme] _immdall Ak

Configuration file

Mo configuration file for this process

| 3 20l nnde 2

| W

| # Deploy cluster | | P Deploy and start cluster | | B Stop cluster .




MySQL Cluster Manager

Enhancing DevOps Agility, Reducing Downtime

Automated Management Self-Healing HA Operations

e Start / Stop node or
whole cluster

e On-Line Scaling
e On-Line Reconfiguration
e On-Line Upgrades

e On-Line Backup &
Restore

e Import Running Cluster

ORACLE

e Node monitoring

e Auto-recovery extended
to SQL + mgmt nodes
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My Cluster Manager

e Cluster-wide
configuration
consistency

e Persistent
configurations

e HA Agents

d. |
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New! MySQL Cluster Manager 1.3.2 GA

Import a running Cluster into MCM

“Unmanaged” production Cluster

mcm> create cluster --import

mcm> import config [--dryrun]

mcm> import cluster[--dryrun]

Cluster now managed by MCM
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NoSQL Access to MySQL Cluster data

Apps Apps Apps Apps Apps Apps Apps Apps Apps Apps
- CIuster JPA

NDB API (C++)
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MySQL Cluster Data Nodes
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Cluster & Memcached — Schema-Free

Application view

qu value
)

<town:maidenhead, SL6>

meallunch- ““drandum 06
3 E3home:blog-clusterdd.com
; edges:triangle-3

town:reading-RCI
edges:square-k

:  hair-fred-mohawk

age:fred-2a
ames-Jimm

nick;
town:maidenhead-SL6

SQL view

ORACLE

keAy value

[ |
<town:maidenhead, SL6>

town:maidenhead SL6

generic table
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Cluster & Memcached - Configured Schema

kgy value
)

<town:maidenhead, SL6>

Application view

mealfunch- ““drandum 06
3 E3home:blog-clusterdd.com
; edges:triangle-3

town:reading-RCI
edges:square-k

:  hair-fred-mohawk

age:fred-2a
ames-Jimm

nick;j
town:maidenhead-SL6

SQL view prekfix keky value
[ Y )

<town:maidenhead, SL6>

e | Table | erol | Vatcol | poicy IR town
town: map.zip town code cluster r maidenhead ...‘l SL6

Config tables map.zip
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Node.js NoSQL API * Native JavaScript access to MySQL Cluster

— End-to-End JavaScript: browser to the app &
DB

— Storing and retrieving JavaScript objects
directly in MySQL Cluster

— Eliminate SQL transformation

* Implemented as a module for node.js
— Integrates Cluster API library within the web

V8 JavaScript Engine

.

* Couple high performance, distributed apps,

%j %j %j %j with high performance distributed database
* Optionally routes through MySQL Server
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MySQL Cluster 7.4.1 DMR

Available Now!

ORACLE



MySQL Cluster 7.4.1 DMR

Better performance and operational simplicity

Sysbench RO Sysbench R/W
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* Performance gain over 7.3 * Faster maintenance

— 47% (Read-Only) operations
— 38% (Read-Write)

— Nodal & Rolling restarts
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Active-Active Geo-Replication

* Asynchronous replication between
MySQL Clusters

* Active-Active
— Update anywhere

— Conflict detection
* Application notified through exception tables

* Can opt to have conflicts resolved
automatically

— Auto-conflict-resolution

* Conflicting transaction and dependent ones
are rolled-back

* No changes to application schema

ORACI—E Copyright © 2014, Oracle and/or its affiliates. All rights reserved. |




What is a conflict?

John.balance==5100

John.balance-=540 John.balance+=$100 € Add $100
John.balance==560 John.balance==5200
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Handling of Conflicts

MySQL Cluster 7.4.1 DMR Later in MySQL Cluster 7.4

* Detects conflicting inserts/updates ¢ Conflicting deletes

* Entire transactions (and dependent ° Rolling back of transactions that
ones) rolled back read conflicted data

* All conflicts are handled before
switching primary
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Detecting Conflicts - Reflected GCI

* Primary store logical timestamp (GCl)
against updated row

Primary Secondary

— Window for conflict opens
- - * GCl replicated with updated row to

Secondary

John.balance==$100 John.balance==$100

o balance—360 [t * The same row and GCl is repllcat_ed back

_ ,. (reflected) from Secondary to Primary
John.balance==5200 ) John.balance==$600 after it has been applied

— Closing window for conflict

* Primary checks every event originating
from the Secondary to ensure it isn’t for a
‘conflictable’ row
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How to Use Conflict Detection/Resolution

Application or
DBA acts on
content

Just record in
exception table

Decide which For each table, Rollback the

conflicting row

tables need specify what to
protecting do on conflicts

Rollback the
conflicting
transaction
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Restart Times
What operations benefit?

* Restarting data node with locally checkpointed data

— Major improvement

* Restarting data node which must recover data from peer
— Major improvement
— Further speedups to come in 7.4.X (greater parallelization)

* Upgraded/rolling restarts

— Major improvement

e Cluster shutdown and restart
— Minor improvement
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Enhanced Memory Reporting
See how much memory a table is using

mysql> CREATE DATABASE clusterdb;USE clusterdb;
mysql> CREATE TABLE simples (id INT NOT NULL AUTO_INCREMENT PRIMARY KEY) ENGINE=NDB;

mysql> select node_id AS node, fragment_num AS frag, fixed_elem_alloc_bytes alloc_bytes,
fixed_elem_free_bytes AS free_bytes, fixed_elem_free_rows AS spare_rows from memory_per_fragment
where fg_name like '%simples%’;

+------ +------ e RREE TR EE R REEEE LR +
| node | frag | alloc_bytes | free_bytes | spare_rows |
+----- +----- e S IREEEEEE R S REEEEE R -
| 1] O] 131072 | 5504 | 172 |
| 1] 2| 131072 | 1280 | 40 |
| 2] O] 131072 | 5504 | 172 |
| 2| 2] 131072 | 1280 | 40 |
| 3| 1] 131072 | 3104 | 97 |
| 3] 3| 131072 | 4256 | 133 |
| 4 1] 131072 | 3104 | 97 |
| 4| 3| 131072 | 4256 | 133 |
+------ +------ e  REEETEEEEEEE +o-mmm - +
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Oracle MySQL HA & Scaling Solutions

MySQL Oracle VM Oracle Solaris Windows
Replication Template Clusterware  Cluster Cluster
App Auto-Failover % v v v v v v "4
Data Layer Auto-Failover % 4 v 4 v v v (74
Zero Data Loss v v v v v v
Platform Support All All Linux Linux Linux All

. M + M + Acti P Acti P Acti Acti P Acti P Multi-
Clustering Mode aster aster ctive/Pa ctn{e/ ass ctive/ ctive/Pas ctive/ ulti

Slaves Slaves ssive ive Passive sive assive Master
Failover Time N/A Secs Secs + Secs + Secs + Secs + Secs + <1 Sec
Scale-out v ® % % ® % v
Cross-shard operations N/A 8 N/A N/A N/A N/A N/A v
Transparent routing ® v v v v "4 "4
Shared Nothing v v % % % % v v
Storage Engine InnoDB+ InnoDB+ InnoDB+ InnoDB+ InnoDB+ InnoDB+ InnoDB+
Single Vendor Support 4 v v v v E 4 4
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MySQOL. Cluster

When to Consider MySQL Cluster

* Scalability demands
— Sharding for write performance?

* Latency demands
— Cost of each millisecond?

* Uptime requirements
— Cost per minute of downtime?
— Failure versus maintenance?

* Application agility
— Developer languages and frameworks?
—SQL or NoSQL?

ORACI—E Copyright © 2014, Oracle and/or its affiliates. All rights reserved. |




Next Steps

Learn More

e www.mysql.com/cluster

e Authentic MySQL Curriculum:
http://oracle.com/education/mysq|

Try it Out
e dev.mysqgl.com/downloads/cluster/

Let us know what you think
* bugs.mysgl.com
e forums.mysql.com/list.php?25
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