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MySQL is #1 open source database

Rank
2023 2022 2022 2023
1. 1. 1. Oracle = Relational, Multi-model & 1245.17
2 2 2. MySQL g3 Relational, Multi-mode! & 1211.96
3 3 3. Microsoft SQL Server 3 Relational, Multi-model (& 919.39
4, 4, 4. PostgreSQL 3 Relational, Multi-model & 614.85
3. 5s 5. MongoDB L2 Document, Multi-model & 455.18
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Areas of Innovation

RO \1uiticloud

" HeatWave
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MySQL is optimized for OLTP, not designed for analytic processing

OLTP Applications D S——— > @ | Separate analytics database
Mys& Complex ETL
A ETL Service No real-time analytics
OLP DB Security & compliance risks

Increased costs
OLAP Applications Rttt .

({0

Copyright © 2023, Oracle and/or its affiliates




One database is better than two

R
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Transfact?onal e > ~N
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MySQL. 6

Ana]ytiCS tools and > HeatWave InnoDB HeatWave

applications storage analytics

engine cluster

1>2 with MySQL HeatWave
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One service for OTLP & OLAP
No ETL duplication

Unmatched performance, at a
fraction of the cost

Real-time analytics
Improved security

Applications work without changes




Available in public clouds

MySQL.

HeatWave
ORACLE CLOUD adWs
Infrastructure N\ >)
N[=Y

Optimized to deliver the best price performance in each cloud
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Oracle Observability & Management Overview
Complete choice of solutions to observe and manage your stack together

BS Microsoft Azure

o=
\_/7

. ORACLE
Cloud-native platform brings together all

telemetry — traces, metrics, logs — for analysis,
visualization, and advisement

Hybrid and multicloud support - across
on-premises, Oracle Cloud and muilticloud

Extensible - based on open standards . Capacity Y
supporting 3rd-party technology collection O&M _ PApfphcatlon Planni_n

Advapced Logging I\e/lro%trgﬁpwée SQL Insugﬁts
Comprehensive stack visibility across Services Analytics

the enterprise — individual component, across
complex application topologies, down to SQL

L Service
ML algorithms and models eliminate o&M Monitoring Streaming Connector
noise, detect problems, identify the root cause Foundational Alarms and Hub
and help ensure availability and performance Services Notifications

AredE Chue Integrated foundational and advanced services that
Infrastructure work together to accomplish more faster
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Compute Storage Network Security




Overview of monitoring in MySQL Database
service 1n OCI (MDS)



Monitoring MySQL databases in OCI

OCI monitoring service
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ocl
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OCI SDK, Monitoring
CLI, or API Tools
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OCI Console supports native monitoring and
management of MySQL DB System in OCI

Metrics
« MySQL metrics to diagnose and troubleshoot problems
» Create alarms on key metrics based on thresholds

Events and Notification
« OCl Events can be used get informed about state
change of MySQL resources.
* Example: create/terminate, backup operations etc.

« Monitoring, events and notification service can also
be integrated with third party services like Pager duty

and Slack for operations management




MySQL Metrics

Measure useful quantitative data about MySQL
and MySQL Heatwave instances Databases
« (CPU and storage utilization — | | ]
« Current connections, statement count, etc. e

Database service metrics for MySQL include the ETEWF\WF\/W :A/Wwﬁ«uw
following Dimensions L L T

« resourceld: Specifies the OCID of the resource.

« resourceName: Specifies the display name of the
resource

« resourceType: Specifies the node type emitting the
metric, mysqgl or heatwave

« heatWaveNode: Specifies the display name of the
HeatWave node

Retention: 1 min for 7 days, 5 min for 30days
and 1hr for 90 days
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Fleet monitoring and management



Oracle Cloud Infrastructure Database Management Service
On-demand subscription based cloud service

Leading database performance diagnostics

« Combines back-end instrumentation and tools with visualization-
driven interfaces

« Single pane of glass management view for databases deployed | oussevsmsem  Overview forestore Compartment

a ﬂyWh ere | ovaiem Database Fleet Performance Diagnostics and Management 3

Fleet Summary

oooooo GET STARTED

] e ies to:
oud native
MysQL . + ormol
[ oo
e .

afleet or group of databases

structure
ri ument
PY Database Groups
u y  Moni atabases. Database Management service provides comprehensive database * Autonomous Databases

Administration erfol stics. * MySQL Databases

» True cloud elasticity, low operations cost

K Operations Insights Oracle Databases 1 MySQL Databases Related Services
e y u S e C a S e S Capacity Planning Total Enabled Disabled Total Enabled Disabled Use Operations Insights for database capacity
Oracle SQL Warehouse 2 1 1 6 4 2 planning and forecasting.
- 0B 0B 1 os DB 0B Z o8
« Monitor fleet of databases
- : - Compartment e .
e Real-time perform ance dia gnostics o . Fleet Summary Database Groups Administration

Monitor the availability, performance, and Create a group of your mission-critical Oracle Enable Database Management to monitor
resource summary of your fleet of Oracle Databases to monitor and perform management your Oracle Databases and MySQL

 Monitor databases deployed on multicloud or on-premises
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Fleet monitoring and management

Unified fleet view of databases across Oracle
Cloud and on-premises

* On the Fleet Summary page, you can monitor
multiple Databases

«  MySQL, Autonomous, On-premises

Native OCl metrics for DevOps event alarms and
monitoring

Drill down from the Fleet Summary page to a
specific MySQL database of interest

Visualization-driven load and performance
analysis
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Database Management MySQL Fleet Summary in dbmgmt

Adminstration
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Performance summary

Drill down from the Fleet Summary page to a
specific MySQL database of interest to monitor:

« Total Query Time
« CPU Utilization
» Disk IOPS

« Memory

» Network throughput

All metrics page for detailed charts of all the
available metrics for better co-relation

Configuration variables used by the running
instances, view them by various filters, etc.
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Performance Hub for SQL performance
management



Performance Hub: Find and Fix Problem Queries

Monitor and troubleshoot query performance

« Quickly identify expensive queries that impact the Performance Hub
performance of their applications

Total Query Time

wwwwwwwwwwwwwwwwwwwww

 Visualize query activity to gain further insight into E
performance beyond query statistics

Top 100 by | Query Time T ® Columns

Execution Count Rows

« Filter for specific query problems like full table scans e e [ [t [
and bad indexes using advanced global search peeom0

SHOW GLOBAL STATUS nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 1K € 999 523 325 455

O pt'i O n S UPDATE ‘bugs_db_sync_state’ SET ‘force_attribute_syn nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 (/] 523 325 455

SHOW GLOBAL STATUS nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 /] 523 325 455

SELECT COUNT (*) AS "user_count’ FROM ‘mysql". ‘us  nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 1] 523 325 455

SELECT e’ . ‘transactions’ FROM information_schema’  nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 [/] 523 325 455

- - - SHOW GLOBAL STATUS nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 [/] 523 325 455

« Fix the root causes of poor performance directly in R P

the SOL code
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Performance Hub: Find and Fix Problem Queries

Real-time aggregation of query content and
performance statistics without relying on MySQL
logs or SHOW PROCESS LIST

Performance Hub Helo

Aggregated and searchable roll-ups of all queries

Total Query Time

wwwwwwwwwwwwwwwwwwwwww

« Canonical form of all queries

Top 100 by | Query Time ® m
cution Gount Rows
. Query Database Name = Last Seen Total Query Time
« Total number of query executions i e i e e i
SELECT ‘e . ‘transactions’ FROM information_schema’  nameHere Mar 12, 2021 4:35:42 pm 73sec 2462 24 ] 2364 764 4n
OBALSTATUS ~ nameHere pm 52sec 535 0 1K & 999 523 325 55
bugs me 52sec 535 0 (] 23 32!
o o o SHOWGLOBALSTATUS ~ nameHere sec ]
« Total execution time of queries
SELECT COUNT (*) AS ‘user_count' FROM ‘mysal . ‘'us nameHere sec /]
St CT ‘e’ . ‘transactions’ FROM “information_schema’ nameHere sec [/]
SHOWGLOBALSTATUS ~ nameHere sec ]
et amel sec o

« Total data size of queries

« Date and time when a query was "first seen”
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Performance Hub: Find and Fix Problem Queries

Analyzes data from Performance Schema to
provide data about how statements generate
their result sets drill down to specifics like:

Performance Hub Helo

e Table Lock time

Total Query Time o Query Execution Time

« How many rows were examined versus returned

Top 100 by | Query Time ® Columi
Execution Count Rows
° H ] t d d Query Database Name = Last Seen Total Query Time :
ow many temporary tables were created, an T e T T T
5 SELECT ‘e’ ‘transactions’ FROM “information_schema’  nameHere Mar 12, 2021 4:36:42 pm 73sec 2462 2 [ 2364 764 an
whether any were created on disk SR wome  w w
UPDATE "bugs_db_sync_state SET “force_attribute_syn nameHere Mar 12, 2021 4:35:42 pm 52sec 5§35 0 [ 523 325 455
SHOW GLOBAL STATUS nameHere Mar 12, 2021 4:35:42 pm 52sec 5§35 0 [ 523 325 455
SELECT COUNT (*) AS ‘user_count FROM ‘mysal’."us  nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 ] 523 325 455
° W h et h e r ra n ge S Ca n S We re d O n e a n d ’i n W h at fo r m SELECT ‘e . ‘transactions' FROM ‘information_schema’  nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 o 523 325 455
! SHOW GLOBAL STATUS nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 [ 523 325 455
t h ey We re d O n e SELECT ‘e’ ‘transactions’ FROM ‘information_schema'  nameHere Mar 12, 2021 4:35:42 pm 52sec 535 0 ] 523 325 455

« Whether sorting happened, how many rows were
sorted, and what form the sort took
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Performance Hub: Find and Fix Problem Queries

Problem scenarios:
« Queries with high execution times

« Queries a high number of rows

Performance Hub

Total Query Time

Top 100 by = Query Time

Query

SELECT e’ . ‘transactions’ FROM ‘information_schem

SHOW GLOBAL STATUS

©

Database Name = Last Seen

" nameHere

nameHere

UPDATE ‘bugs_db_sync_state' SET n nameHere
SHOW GLOBAL STATUS meH

SELECT COUNT (*) AS ‘user_count' FROM ‘mysal’.‘us  nameHere
SELECT e’ transactions’' FROM ‘information_schema  nameHere
SHOW GLOBAL STATUS meHere
SELECT e’ . ‘transactions’' FROM ‘information _schema  nameHere

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Mar 12, 2021 4:35:42 pm

Total Query Time

7.3 sec

5.2sec

5.2 sec

5.2 sec

5.2 sec

5.2sec

5.2sec

Total

2462

535

sec 535

535

535

535

535

535

Execution Count

No Index Used | Error Status

24

o o o o o oo

(]

/00 0 0 0

1K € 999
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Solution approach using Performance Hub

* |dentify queries with high execution times and small
result sets

« (Check if these queries are querying a large number
of rows

« Determine if non-indexed columns are being used in
the query

« Optimize the query by simplifying it or using indexed
columns

« Monitor the performance of the query after
optimization to ensure that the execution time has
improved.




Monitoring MySQL HeatWave in AWS

AWS native feature that provides broad capabilities for monitoring and performance tuning of:

« MySQL DB system and HeatWave cluster performance
« HeatWave cluster and node memory utilization

« CPU and memory utilization
MySQL HeatWave
» Storage usage
* Disk operations
« Connections i
» Workload performance for a MySQL DB system | -

: rage 80 e v P n L | B | III ' . ma mnm
with HeatWave D it
* Recent queries . Q eer
* Query executions - L - et
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ML driven capacity and performance
management



Oracle’s O & M strategy for AlOps

Lakehouse for ingesting telemetry from multiple data sources and services

Integrated
dashboards

Event correlation &

Predict trends topology-aware

ML based
Insights

Performance
Analytics

On-Premises A @
Data Center =l ra Microsoft Azure
Ey Bk —

Oracle Cloud Infrastructure

EE|#¥| Cloud at Customer

== ) . amazon
Dedicated Region [/}A\} Autonomous webservices
% Database
Supports Automated
Varied rernediation
Personas
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Coming soon!

Predictive Insights
Predict demand from changing workloads

FO re Ca St d e m a n d fo r C h a n g] n g WO r k] Oa d S Operations Insights Database CPU for paasdevdbx (root) Compartment in Last 30 days
« Max and average demand forecasts

Capacity Planning
Databases  All s Q_ Search by Database Display Name Downloa d CSV

¢ M a C h i n e ] ea r n i n 8 Se a S O n a ] ity m O d e] S Da:::ses Database Display Name Compartment Type @ Usage (Avg. Active CPU) @ Allocation (CPU) @ Utilization (%) @ v Usa

. . . . Stomge Orders Prod MysaL T e s 90.50 A1

« Automatic prediction of near-term issues gy it r - — s o
Database Explorer MYSQE canen Canary MysaL ] 229 4 57.25 0
SSSSS CDB PDB Rrod canary External NonCDB 1CDB _ 7.09 8 88.63 1]

Quickly isolate the largest, most utilized, and sl B e R FREY

fastest growing databases

Exadata Warehouse Trend & Forecast: Orders_UAT Model @ Linear Machine Learning (D)

i . Administration jM/_ ___________________________
|dentify under-utilized and over-allocated =

footprint for right sizng e

paasdevdbx (root)

Include child compartments

Filters

Insights and recommendations to right size your
infrastructure and optimize resource utilization

Database Type
Al
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Coming soon!

Predictive Insights
Insights into SQL performance

Detect performance degradation in business-critical SQL
Correlate performance

Aggregate and compare across databases

|dentify application scalability and inefficiency issues

Trend and forecast metrics seasonality via custom s
analytics for solving specific issues

aaaaa

Il

Detects causes, measure effects, then correlates them
« Causes: workload changes, configuration changes

« Effects: regressed SQL, reach resource limits (CPU, |/,
memory)
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Demo
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Oracle Observability & Management Overview
Complete choice of solutions to observe and manage your stack together

BS Microsoft Azure

o=
\_/7

. ORACLE
Cloud-native platform brings together all

telemetry — traces, metrics, logs — for analysis,
visualization, and advisement

Hybrid and multicloud support - across
on-premises, Oracle Cloud and muilticloud

Extensible - based on open standards . Capacity Y
supporting 3rd-party technology collection O&M _ PApfphcatlon Planni_n

Advapced Logging I\e/lro%trgﬁpwée SQL Insugﬁts
Comprehensive stack visibility across Services Analytics

the enterprise — individual component, across
complex application topologies, down to SQL

L Service
ML algorithms and models eliminate o&M Monitoring Streaming Connector
noise, detect problems, identify the root cause Foundational Alarms and Hub
and help ensure availability and performance Services Notifications

AredE Chue Integrated foundational and advanced services that
Infrastructure work together to accomplish more faster
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