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Chapter 1 General Information

MySQL NDB Cluster uses the MySQL server with the NDB storage engine. Support for the NDB storage
engine is not included in standard MySQL Server 5.7 binaries built by Oracle. Instead, users of NDB
Cluster binaries from Oracle should upgrade to the most recent binary release of NDB Cluster for
supported platforms—these include RPMs that should work with most Linux distributions. NDB Cluster
users who build from source should use the sources provided for NDB Cluster. (Locations where the
sources can be obtained are listed later in this section.)

Important

MySQL NDB Cluster does not support InnoDB Cluster, which must be deployed
using MySQL Server 5.7 with the | nnoDB storage engine as well as additional
applications that are not included in the NDB Cluster distribution. MySQL Server
5.7 binaries cannot be used with MySQL NDB Cluster. For more information
about deploying and using InnoDB Cluster, see MySQL AdminAPI. Section 2.6,
“MySQL Server Using InnoDB Compared with NDB Cluster”, discusses
differences between the NDB and | nnoDB storage engines.

Supported Platforms.  NDB Cluster is currently available and supported on a number of platforms.
For exact levels of support available for on specific combinations of operating system versions,
operating system distributions, and hardware platforms, please refer to https://www.mysqgl.com/support/
supportedplatforms/cluster.html.

Availability. = NDB Cluster binary and source packages are available for supported platforms from
https://dev.mysqgl.com/downloads/cluster/.

NDB Cluster release numbers.  NDB Cluster follows a somewhat different release pattern from the
mainline MySQL Server 5.7 series of releases. In this Manual and other MySQL documentation, we
identify these and later NDB Cluster releases employing a version number that begins with “NDB”. This
version number is that of the NDBCLUSTER storage engine used in the release, and not of the MySQL
server version on which the NDB Cluster release is based.

Version strings used in NDB Cluster software.  The version string displayed by NDB Cluster
programs uses this format:

nmysql - nysql _server _ver si on- ndb- ndb_engi ne_ver si on

nmysql _server _ver si on represents the version of the MySQL Server on which the NDB
Cluster release is based. For all NDB Cluster 7.5 and NDB Cluster 7.6 releases, this is “5.7".
ndb_engi ne_ver si on is the version of the NDB storage engine used by this release of the NDB
Cluster software. You can see this format used in the mysql client, as shown here:

$> nysql

Wel conme to the MySQL nonitor. Commands end with ; or \g.
Your MySQL connection id is 2

Server version: 5.7.44-ndb-7.5.32 Source distribution

Type 'help;' or '"\h' for help. Type '\c' to clear the buffer.

mysql > SELECT VERSI ON()\ G

khkhkkkhkkhhkdkhkhkhkhkhhkdhkhhkhkhkhkxhxx 1 I’OW khkkkhhkkhkhkdkhkhkhhhhdkhkhhkhhhkhkxdkxx
VERSI ON(): 5.7.44-ndb-7.5. 32

1 rowin set (0.00 sec)

This version string is also displayed in the output of the SHONcommand in the ndb_ngmclient:

ndb_ngnm> SHOW

Connected to Managenent Server at: |ocal host: 1186
Cluster Configuration

[ ndbd( NDB) ] 2 node(s)

id=1 @.0.0.10.6 (5.7.44-ndb-7.5.32, Nodegroup: 0, *)
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i d=2 @0.0.10.8 (5.7.44-ndb-7.5.32, Nodegroup: 0)

[ndb_mymd(M3M] 1 node(s)
i d=3 @.o0.0.10.2 (5.7.44-ndb-7.5.32)

[ mysql d(API') ] 2 node(s)
i d=4 @.o0.0.10.10 (5.7.44-ndb-7.5.32)
i d=5 (not connected, accepting connect from any host)

The version string identifies the mainline MySQL version from which the NDB Cluster release was
branched and the version of the NDB storage engine used. For example, the full version string for NDB
7.5.4 (the first NDB 7.5 GA release) was nysqgl - 5. 7. 16- ndb- 7. 5. 4. From this we can determine
the following:

* Since the portion of the version string preceding - ndb- is the base MySQL Server version, this
means that NDB 7.5.4 derived from MySQL 5.7.16, and contained all feature enhancements and bug
fixes from MySQL 5.7 up to and including MySQL 5.7.16.

* Since the portion of the version string following - ndb- represents the version number of the NDB (or
NDBCLUSTER) storage engine, NDB 7.5.4 used version 7.5.4 of the NDBCLUSTER storage engine.

New NDB Cluster releases are numbered according to updates in the NDB storage engine, and do not
necessarily correspond in a one-to-one fashion with mainline MySQL Server releases. For example,
NDB 7.5.4 (as previously noted) was based on MySQL 5.7.16, while NDB 7.5.3 was based on MySQL
5.7.13 (version string: nysql - 5. 7. 13- ndb- 7. 5. 3).

Compatibility with standard MySQL 5.7 releases.  While many standard MySQL schemas and
applications can work using NDB Cluster, it is also true that unmodified applications and database
schemas may be slightly incompatible or have suboptimal performance when run using NDB Cluster
(see Section 2.7, “Known Limitations of NDB Cluster”). Most of these issues can be overcome, but
this also means that you are very unlikely to be able to switch an existing application datastore—that
currently uses, for example, Myl SAMor | nnoDB—to use the NDB storage engine without allowing for
the possibility of changes in schemas, queries, and applications. In addition, the MySQL Server and
NDB Cluster codebases diverge considerably, so that the standard nysql d cannot function as a drop-
in replacement for the version of nysql d supplied with NDB Cluster.

NDB Cluster development source trees.  NDB Cluster development trees can also be accessed
from https://github.com/mysqgl/mysql-server.

The NDB Cluster development sources maintained at https://github.com/mysqgl/mysql-server are
licensed under the GPL. For information about obtaining MySQL sources using Git and building them
yourself, see Installing MySQL Using a Development Source Tree.

Note

As with MySQL Server 5.7, NDB Cluster 7.5 and NDB Cluster 7.6 releases are
built using CVake.

NDB Cluster 8.0 is available beginning with NDB 8.0.19 as a General Availability release, and

is recommended for new deployments; see What is New in MySQL NDB Cluster 8.0, for more
information. NDB Cluster 7.6 and 7.5 are previous GA releases still supported in production. NDB
Cluster 7.4 and 7.3 are previous GA releases which are no longer maintained. We recommend that
new deployments for production use MySQL NDB Cluster 8.0.

The contents of this chapter are subject to revision as NDB Cluster continues to evolve. Additional
information regarding NDB Cluster can be found on the MySQL website at http://www.mysql.com/
products/cluster/.

Additional Resources.  More information about NDB Cluster can be found in the following places:

» For answers to some commonly asked questions about NDB Cluster, see Appendix A, NDB Cluster
FAQ.
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e The NDB Cluster Forum: https://forums.mysql.com/list.php?25.

» Many NDB Cluster users and developers blog about their experiences with NDB Cluster, and make
feeds of these available through PlanetMySQL.
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NDB Cluster is a technology that enables clustering of in-memory databases in a shared-nothing
system. The shared-nothing architecture enables the system to work with very inexpensive hardware,
and with a minimum of specific requirements for hardware or software.

NDB Cluster is designed not to have any single point of failure. In a shared-nothing system, each
component is expected to have its own memory and disk, and the use of shared storage mechanisms
such as network shares, network file systems, and SANs is not recommended or supported.

NDB Cluster integrates the standard MySQL server with an in-memory clustered storage engine
called NDB (which stands for “Network DataBase”). In our documentation, the term NDB refers to the
part of the setup that is specific to the storage engine, whereas “MySQL NDB Cluster” refers to the
combination of one or more MySQL servers with the NDB storage engine.

An NDB Cluster consists of a set of computers, known as hosts, each running one or more processes.
These processes, known as nodes, may include MySQL servers (for access to NDB data), data nodes
(for storage of the data), one or more management servers, and possibly other specialized data access
programs. The relationship of these components in an NDB Cluster is shown here:
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Figure 2.1 NDB Cluster Components
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All these programs work together to form an NDB Cluster (see Chapter 5, NDB Cluster Programs.
When data is stored by the NDB storage engine, the tables (and table data) are stored in the data
nodes. Such tables are directly accessible from all other MySQL servers (SQL nodes) in the cluster.
Thus, in a payroll application storing data in a cluster, if one application updates the salary of an
employee, all other MySQL servers that query this data can see this change immediately.

Although an NDB Cluster SQL node uses the nysql d server daemon, it differs in a number of critical
respects from the mysql d binary supplied with the MySQL 5.7 distributions, and the two versions of
nysql d are not interchangeable.

In addition, a MySQL server that is not connected to an NDB Cluster cannot use the NDB storage
engine and cannot access any NDB Cluster data.

The data stored in the data nodes for NDB Cluster can be mirrored; the cluster can handle failures of
individual data nodes with no other impact than that a small number of transactions are aborted due
to losing the transaction state. Because transactional applications are expected to handle transaction
failure, this should not be a source of problems.

Individual nodes can be stopped and restarted, and can then rejoin the system (cluster). Rolling
restarts (in which all nodes are restarted in turn) are used in making configuration changes and
software upgrades (see Section 6.5, “Performing a Rolling Restart of an NDB Cluster”). Rolling restarts
are also used as part of the process of adding new data nodes online (see Section 6.7, “Adding NDB
Cluster Data Nodes Online”). For more information about data nodes, how they are organized in an
NDB Cluster, and how they handle and store NDB Cluster data, see Section 2.2, “NDB Cluster Nodes,
Node Groups, Fragment Replicas, and Partitions”.

Backing up and restoring NDB Cluster databases can be done using the NDB-native functionality found
in the NDB Cluster management client and the ndb_r est or e program included in the NDB Cluster
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distribution. For more information, see Section 6.8, “Online Backup of NDB Cluster”, and Section 5.24,
“ndb_restore — Restore an NDB Cluster Backup”. You can also use the standard MySQL functionality
provided for this purpose in nysql dunp and the MySQL server. See mysgldump — A Database
Backup Program, for more information.

NDB Cluster nodes can employ different transport mechanisms for inter-node communications; TCP/IP
over standard 100 Mbps or faster Ethernet hardware is used in most real-world deployments.

2.1 NDB Cluster Core Concepts

NDBCLUSTER (also known as NDB) is an in-memory storage engine offering high-availability and data-
persistence features.

The NDBCLUSTER storage engine can be configured with a range of failover and load-balancing
options, but it is easiest to start with the storage engine at the cluster level. NDB Cluster's NDB storage
engine contains a complete set of data, dependent only on other data within the cluster itself.

The “Cluster” portion of NDB Cluster is configured independently of the MySQL servers. In an NDB
Cluster, each part of the cluster is considered to be a node.

Note

In many contexts, the term “node” is used to indicate a computer, but when
discussing NDB Cluster it means a process. It is possible to run multiple nodes
on a single computer; for a computer on which one or more cluster nodes are
being run we use the term cluster host.

There are three types of cluster nodes, and in a minimal NDB Cluster configuration, there must be at
least three nodes, one of each of these types:

» Management node: The role of this type of node is to manage the other nodes within the NDB
Cluster, performing such functions as providing configuration data, starting and stopping nodes, and
running backups. Because this node type manages the configuration of the other nodes, a node
of this type should be started first, before any other node. A management node is started with the
command ndb_ngnd.

» Data node: This type of node stores cluster data. There are as many data nodes as there are
fragment replicas, times the number of fragments (see Section 2.2, “NDB Cluster Nodes, Node
Groups, Fragment Replicas, and Partitions”). For example, with two fragment replicas, each having
two fragments, you need four data nodes. One fragment replica is sufficient for data storage, but
provides no redundancy; therefore, it is recommended to have two (or more) fragment replicas to
provide redundancy, and thus high availability. A data node is started with the command ndbd (see
Section 5.1, “ndbd — The NDB Cluster Data Node Daemon”) or ndbnt d (see Section 5.3, “ndbmtd
— The NDB Cluster Data Node Daemon (Multi-Threaded)”).

NDB Cluster tables are normally stored completely in memory rather than on disk (this is why we
refer to NDB Cluster as an in-memory database). However, some NDB Cluster data can be stored
on disk; see Section 6.11, “NDB Cluster Disk Data Tables”, for more information.

* SQL node: This is a node that accesses the cluster data. In the case of NDB Cluster, an SQL node
is a traditional MySQL server that uses the NDBCLUSTER storage engine. An SQL node is a nysql d
process started with the - - ndbcl ust er and - - ndb- connect st ri ng options, which are explained
elsewhere in this chapter, possibly with additional MySQL server options as well.

An SQL node is actually just a specialized type of APl node, which designates any application which
accesses NDB Cluster data. Another example of an API node is the ndb_r est or e utility that is
used to restore a cluster backup. It is possible to write such applications using the NDB API. For
basic information about the NDB API, see Getting Started with the NDB API.
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Important

It is not realistic to expect to employ a three-node setup in a production
environment. Such a configuration provides no redundancy; to benefit from NDB
Cluster's high-availability features, you must use multiple data and SQL nodes.
The use of multiple management nodes is also highly recommended.

For a brief introduction to the relationships between nodes, node groups, fragment replicas, and
partitions in NDB Cluster, see Section 2.2, “NDB Cluster Nodes, Node Groups, Fragment Replicas, and
Partitions”.

Configuration of a cluster involves configuring each individual node in the cluster and setting up
individual communication links between nodes. NDB Cluster is currently designed with the intention
that data nodes are homogeneous in terms of processor power, memory space, and bandwidth. In
addition, to provide a single point of configuration, all configuration data for the cluster as a whole is
located in one configuration file.

The management server manages the cluster configuration file and the cluster log. Each node in
the cluster retrieves the configuration data from the management server, and so requires a way to
determine where the management server resides. When interesting events occur in the data nodes,
the nodes transfer information about these events to the management server, which then writes the
information to the cluster log.

In addition, there can be any number of cluster client processes or applications. These include
standard MySQL clients, NDB-specific APl programs, and management clients. These are described in
the next few paragraphs.

Standard MySQL clients.  NDB Cluster can be used with existing MySQL applications written in
PHP, Perl, C, C++, Java, Python, and so on. Such client applications send SQL statements to and
receive responses from MySQL servers acting as NDB Cluster SQL nodes in much the same way that
they interact with standalone MySQL servers.

MySQL clients using an NDB Cluster as a data source can be modified to take advantage of the ability
to connect with multiple MySQL servers to achieve load balancing and failover. For example, Java
clients using Connector/J 5.0.6 and later can use j dbc: mysqgl : | oadbal ance: // URLs (improved
in Connector/J 5.1.7) to achieve load balancing transparently; for more information about using
Connector/J with NDB Cluster, see Using Connector/J with NDB Cluster.

NDB client programs.  Client programs can be written that access NDB Cluster data directly from
the NDBCLUSTER storage engine, bypassing any MySQL Servers that may be connected to the cluster,
using the NDB API, a high-level C++ API. Such applications may be useful for specialized purposes
where an SQL interface to the data is not needed. For more information, see The NDB API.

NDB-specific Java applications can also be written for NDB Cluster using the NDB Cluster Connector
for Java. This NDB Cluster Connector includes ClusterJ, a high-level database API similar to object-
relational mapping persistence frameworks such as Hibernate and JPA that connect directly to
NDBCLUSTER, and so does not require access to a MySQL Server. See Java and NDB Cluster, and
The Clusterd APl and Data Object Model, for more information.

Management clients.  These clients connect to the management server and provide commands for
starting and stopping nodes gracefully, starting and stopping message tracing (debug versions only),
showing node versions and status, starting and stopping backups, and so on. An example of this type
of program is the ndb_ngmmanagement client supplied with NDB Cluster (see Section 5.5, “ndb_mgm
— The NDB Cluster Management Client”). Such applications can be written using the MGM API, a C-
language API that communicates directly with one or more NDB Cluster management servers. For
more information, see The MGM API.

Oracle also makes available MySQL Cluster Manager, which provides an advanced command-line
interface simplifying many complex NDB Cluster management tasks, such restarting an NDB Cluster
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with a large number of nodes. The MySQL Cluster Manager client also supports commands for getting
and setting the values of most node configuration parameters as well as nmysql d server options

and variables relating to NDB Cluster. See MySQL Cluster Manager 1.4.8 User Manual, for more
information.

Event logs. NDB Cluster logs events by category (startup, shutdown, errors, checkpoints, and
so on), priority, and severity. A complete listing of all reportable events may be found in Section 6.3,
“Event Reports Generated in NDB Cluster”. Event logs are of the two types listed here:

» Cluster log: Keeps a record of all desired reportable events for the cluster as a whole.
» Node log: A separate log which is also kept for each individual node.
Note

Under normal circumstances, it is necessary and sufficient to keep and examine
only the cluster log. The node logs need be consulted only for application
development and debugging purposes.

Checkpoint.  Generally speaking, when data is saved to disk, it is said that a checkpoint has been
reached. More specific to NDB Cluster, a checkpoint is a point in time where all committed transactions
are stored on disk. With regard to the NDB storage engine, there are two types of checkpoints which
work together to ensure that a consistent view of the cluster's data is maintained. These are shown in
the following list:

» Local Checkpoint (LCP): This is a checkpoint that is specific to a single node; however, LCPs
take place for all nodes in the cluster more or less concurrently. An LCP usually occurs every few
minutes; the precise interval varies, and depends upon the amount of data stored by the node, the
level of cluster activity, and other factors.

Previously, an LCP involved saving all of a node's data to disk. NDB 7.6 introduces support

for partial LCPs, which can significantly improve recovery time under some conditions. See

Section 2.4.2, “What is New in NDB Cluster 7.6”, for more information, as well as the descriptions of
the Enabl eParti al Lcp and Recover yWor k configuration parameters which enable partial LCPs
and control the amount of storage they use.

* Global Checkpoint (GCP): A GCP occurs every few seconds, when transactions for all nodes are
synchronized and the redo-log is flushed to disk.

For more information about the files and directories created by local checkpoints and global
checkpoints, see NDB Cluster Data Node File System Directory.

Transporter.  We use the term transporter for the data transport mechanism employed between
data nodes. MySQL NDB Cluster 7.5 and 7.6 support three of these, which are listed here:

* TCP/IP over Ethernet. See Section 4.3.10, “NDB Cluster TCP/IP Connections”.

» Direct TCP/IP. Uses machine-to-machine connections. See Section 4.3.11, “NDB Cluster TCP/IP
Connections Using Direct Connections”.

Although this transporter uses the same TCP/IP protocol as mentioned in the previous item, it
requires setting up the hardware differently and is configured differently as well. For this reason, it is
considered a separate transport mechanism for NDB Cluster.

» Shared memory (SHM). See Section 4.3.12, “NDB Cluster Shared Memory Connections”.
Because it is ubiquitous, most users employ TCP/IP over Ethernet for NDB Cluster.

Regardless of the transporter used, NDB attempts to make sure that communication between data node
processes is performed using chunks that are as large as possible since this benefits all types of data
transmission.
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2.2 NDB Cluster Nodes, Node Groups, Fragment Replicas, and
Partitions

This section discusses the manner in which NDB Cluster divides and duplicates data for storage.

A number of concepts central to an understanding of this topic are discussed in the next few
paragraphs.

Data node. An ndbd or ndbnt d process, which stores one or more fragment replicas—that is,
copies of the partitions (discussed later in this section) assigned to the node group of which the node is
a member.

Each data node should be located on a separate computer. While it is also possible to host multiple
data node processes on a single computer, such a configuration is not usually recommended.

It is common for the terms “node” and “data node” to be used interchangeably when referring to an
ndbd or ndbnt d process; where mentioned, management nodes (ndb_ngnd processes) and SQL
nodes (mysql d processes) are specified as such in this discussion.

Node group. A node group consists of one or more nodes, and stores partitions, or sets of fragment
replicas (see next item).

The number of node groups in an NDB Cluster is not directly configurable; it is a function of the number
of data nodes and of the number of fragment replicas (NoOf Repl i cas configuration parameter), as
shown here:

[# of node groups] = [# of data nodes] / NoO Replicas

Thus, an NDB Cluster with 4 data nodes has 4 node groups if NoOf Repl i cas is setto 1 in the
confi g.ini file,2 node groups if NoOf Repl i cas is set to 2, and 1 node group if NoOf Repl i cas
is set to 4. Fragment replicas are discussed later in this section; for more information about

NoOf Repl i cas, see Section 4.3.6, “Defining NDB Cluster Data Nodes".

Note
All node groups in an NDB Cluster must have the same number of data nodes.

You can add new node groups (and thus new data nodes) online, to a running NDB Cluster; see
Section 6.7, “Adding NDB Cluster Data Nodes Online”, for more information.

Partition.  This is a portion of the data stored by the cluster. Each node is responsible for keeping
at least one copy of any partitions assigned to it (that is, at least one fragment replica) available to the
cluster.

The number of partitions used by default by NDB Cluster depends on the number of data nodes and
the number of LDM threads in use by the data nodes, as shown here:

[# of partitions] = [# of data nodes] * [# of LDMthreads]

When using data nodes running ndbnt d, the number of LDM threads is controlled by the setting
for MaxNoOf Execut i onThr eads. When using ndbd there is a single LDM thread, which means
that there are as many cluster partitions as nodes participating in the cluster. This is also the
case when using ndbnt d with MaxNoOf Execut i onThr eads set to 3 or less. (You should be
aware that the number of LDM threads increases with the value of this parameter, but not in a
strictly linear fashion, and that there are additional constraints on setting it; see the description of
MaxNoCOf Execut i onThr eads for more information.)

NDB and user-defined partitioning. = NDB Cluster normally partitions NDBCLUSTER tables
automatically. However, it is also possible to employ user-defined partitioning with NDBCLUSTER tables.
This is subject to the following limitations:

1. Only the KEY and LI NEAR KEY partitioning schemes are supported in production with NDB tables.
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2. The maximum number of partitions that may be defined explicitly for any NDB table is 8 *
[ nunber of LDM threads] * [nunber of node groups],the number of node groups
in an NDB Cluster being determined as discussed previously in this section. When running ndbd
for data node processes, setting the number of LDM threads has no effect (since Thr eadConfi g
applies only to ndbnt d); in such cases, this value can be treated as though it were equal to 1 for
purposes of performing this calculation.

See Section 5.3, “ndbmtd — The NDB Cluster Data Node Daemon (Multi-Threaded)”, for more
information.

For more information relating to NDB Cluster and user-defined partitioning, see Section 2.7, “Known
Limitations of NDB Cluster”, and Partitioning Limitations Relating to Storage Engines.

Fragment replica.  This is a copy of a cluster partition. Each node in a node group stores a fragment

replica. Also sometimes known as a patrtition replica. The number of fragment replicas is equal to the
number of nodes per node group.

A fragment replica belongs entirely to a single node; a node can (and usually does) store several
fragment replicas.

The following diagram illustrates an NDB Cluster with four data nodes running ndbd, arranged in two
node groups of two nodes each; nodes 1 and 2 belong to node group 0, and nodes 3 and 4 belong to
node group 1.

Note

Only data nodes are shown here; although a working NDB Cluster requires
an ndb_nmgnd process for cluster management and at least one SQL node to
access the data stored by the cluster, these have been omitted from the figure
for clarity.

Figure 2.2 NDB Cluster with Two Node Groups

Node Group 0

Partition O Partition O
(Primary fragment replica) (Backup fragment replica)

] —]

Node 1 Node 2
Partition 2 Partition 2
(Backup fragment replica) (Primary fragment replica)
Node Group 1
Partition 1 Partition 1
(Primary fragment replica) (Backup fragment replica)

] ]

Node 3 Node 4
Partition 3 Partition 3
(Backup fragment replica) (Primary fragment replica)

11


https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster.html
https://dev.mysql.com/doc/refman/5.7/en/partitioning-limitations-storage-engines.html

NDB Cluster Hardware, Software, and Networking Requirements

The data stored by the cluster is divided into four partitions, numbered 0, 1, 2, and 3. Each partition is
stored—in multiple copies—on the same node group. Partitions are stored on alternate node groups as
follows:

« Partition 0 is stored on node group 0; a primary fragment replica (primary copy) is stored on node 1,
and a backup fragment replica (backup copy of the partition) is stored on node 2.

 Partition 1 is stored on the other node group (node group 1); this partition's primary fragment replica
is on node 3, and its backup fragment replica is on node 4.

« Partition 2 is stored on node group 0. However, the placing of its two fragment replicas is reversed
from that of Partition O; for Partition 2, the primary fragment replica is stored on node 2, and the
backup on node 1.

 Partition 3 is stored on node group 1, and the placement of its two fragment replicas are reversed
from those of partition 1. That is, its primary fragment replica is located on node 4, with the backup
on node 3.

What this means regarding the continued operation of an NDB Cluster is this: so long as each node
group participating in the cluster has at least one node operating, the cluster has a complete copy of all
data and remains viable. This is illustrated in the next diagram.

Figure 2.3 Nodes Required for a 2x2 NDB Cluster

Node Group 0

[ | D | —

Node 1 Node 2

——
i |—]
Node 3 Node 4

Node Group 1

In this example, the cluster consists of two node groups each consisting of two data nodes. Each data
node is running an instance of ndbd. Any combination of at least one node from node group 0 and at
least one node from node group 1 is sufficient to keep the cluster “alive”. However, if both nodes from a
single node group fail, the combination consisting of the remaining two nodes in the other node group
is not sufficient. In this situation, the cluster has lost an entire partition and so can no longer provide
access to a complete set of all NDB Cluster data.

In NDB 7.5.4 and later, the maximum number of node groups supported for a single NDB Cluster
instance is 48 (Bug#80845, Bug #22996305).

2.3 NDB Cluster Hardware, Software, and Networking
Requirements

One of the strengths of NDB Cluster is that it can be run on commodity hardware and has no unusual
requirements in this regard, other than for large amounts of RAM, due to the fact that all live data
storage is done in memory. (It is possible to reduce this requirement using Disk Data tables—see
Section 6.11, “NDB Cluster Disk Data Tables”, for more information about these.) Naturally, multiple
and faster CPUs can enhance performance. Memory requirements for other NDB Cluster processes
are relatively small.
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The software requirements for NDB Cluster are also modest. Host operating systems do not require
any unusual modules, services, applications, or configuration to support NDB Cluster. For supported
operating systems, a standard installation should be sufficient. The MySQL software requirements are
simple: all that is needed is a production release of NDB Cluster. It is not strictly necessary to compile
MySQL yourself merely to be able to use NDB Cluster. We assume that you are using the binaries
appropriate to your platform, available from the NDB Cluster software downloads page at https://
dev.mysqgl.com/downloads/cluster/.

For communication between nodes, NDB Cluster supports TCP/IP networking in any standard
topology, and the minimum expected for each host is a standard 100 Mbps Ethernet card, plus

a switch, hub, or router to provide network connectivity for the cluster as a whole. We strongly
recommend that an NDB Cluster be run on its own subnet which is not shared with machines not
forming part of the cluster for the following reasons:

e Security. Communications between NDB Cluster nodes are not encrypted or shielded in any
way. The only means of protecting transmissions within an NDB Cluster is to run your NDB Cluster
on a protected network. If you intend to use NDB Cluster for Web applications, the cluster should
definitely reside behind your firewall and not in your network's De-Militarized Zone (DMZ) or
elsewhere.

See Section 6.18.1, “NDB Cluster Security and Networking Issues”, for more information.

« Efficiency. Setting up an NDB Cluster on a private or protected network enables the cluster
to make exclusive use of bandwidth between cluster hosts. Using a separate switch for your NDB
Cluster not only helps protect against unauthorized access to NDB Cluster data, it also ensures
that NDB Cluster nodes are shielded from interference caused by transmissions between other
computers on the network. For enhanced reliability, you can use dual switches and dual cards
to remove the network as a single point of failure; many device drivers support failover for such
communication links.

Network communication and latency.  NDB Cluster requires communication between data nodes
and API nodes (including SQL nodes), as well as between data nodes and other data nodes, to
execute queries and updates. Communication latency between these processes can directly affect the
observed performance and latency of user queries. In addition, to maintain consistency and service
despite the silent failure of nodes, NDB Cluster uses heartbeating and timeout mechanisms which treat
an extended loss of communication from a node as node failure. This can lead to reduced redundancy.
Recall that, to maintain data consistency, an NDB Cluster shuts down when the last node in a node
group fails. Thus, to avoid increasing the risk of a forced shutdown, breaks in communication between
nodes should be avoided wherever possible.

The failure of a data or API node results in the abort of all uncommitted transactions involving the
failed node. Data node recovery requires synchronization of the failed node's data from a surviving
data node, and re-establishment of disk-based redo and checkpoint logs, before the data node
returns to service. This recovery can take some time, during which the Cluster operates with reduced
redundancy.

Heartbeating relies on timely generation of heartbeat signals by all nodes. This may not be possible

if the node is overloaded, has insufficient machine CPU due to sharing with other programs, or is
experiencing delays due to swapping. If heartbeat generation is sufficiently delayed, other nodes treat
the node that is slow to respond as failed.

This treatment of a slow node as a failed one may or may not be desirable in some circumstances,
depending on the impact of the node's slowed operation on the rest of the cluster. When setting timeout
values such as Hear t beat | nt er val DbDb and Hear t beat | nt er val DbApi for NDB Cluster, care
must be taken care to achieve quick detection, failover, and return to service, while avoiding potentially
expensive false positives.

Where communication latencies between data nodes are expected to be higher than would be
expected in a LAN environment (on the order of 100 ps), timeout parameters must be increased to
ensure that any allowed periods of latency periods are well within configured timeouts. Increasing
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timeouts in this way has a corresponding effect on the worst-case time to detect failure and therefore
time to service recovery.

LAN environments can typically be configured with stable low latency, and such that they can provide
redundancy with fast failover. Individual link failures can be recovered from with minimal and controlled
latency visible at the TCP level (where NDB Cluster normally operates). WAN environments may offer
a range of latencies, as well as redundancy with slower failover times. Individual link failures may
require route changes to propagate before end-to-end connectivity is restored. At the TCP level this
can appear as large latencies on individual channels. The worst-case observed TCP latency in these
scenarios is related to the worst-case time for the IP layer to reroute around the failures.

2.4 What is New in MySQL NDB Cluster

The following sections describe changes in the implementation of MySQL NDB Cluster in NDB Cluster
7.6 through 5.7.44-ndb-7.6.28 and NDB Cluster 7.5 through 5.7.44-ndb-7.5.32 as compared to earlier
release series. NDB Cluster 8.0 is available as a General Availability (GA) release, beginning with

NDB 8.0.19; see What is New in MySQL NDB Cluster 8.0, for more information about new features
and other changes in NDB 8.0. NDB Cluster 7.6 and 7.5 are previous GA releases still supported in
production; for information about NDB Cluster 7.6, see Section 2.4.2, “What is New in NDB Cluster
7.6". For information about NDB Cluster 7.5, see Section 2.4.1, “What is New in NDB Cluster 7.5". NDB
Cluster 7.4 and 7.3 were previous GA releases which have reached their end of life, and which are

no longer supported or maintained. We recommend that new deployments for production use MySQL
NDB Cluster 8.0.

2.4.1 What is New in NDB Cluster 7.5

Major changes and new features in NDB Cluster 7.5 which are likely to be of interest are shown in the
following list:

* ndbinfo Enhancements. A number of changes are made in the ndbi nf o database, chief of
which is that it now provides detailed information about NDB Cluster node configuration parameters.

The confi g_par ans table has been made read-only, and has been enhanced with additional
columns providing information about each configuration parameter, including the parameter's
type, default value, maximum and minimum values (where applicable), a brief description of the
parameter, and whether the parameter is required. This table also provides each parameter with a
unique par am nunber .

A row in the confi g_val ues table shows the current value of a given parameter on the node
having a specified ID. The parameter is identified by the value of the confi g_par amcolumn, which
maps to the conf i g_par ans table's par am nunber .

Using this relationship you can write a join on these two tables to obtain the default, maximum,
minimum, and current values for one or more NDB Cluster configuration parameters by name. An

example SQL statement using such a join is shown here:
SELECT p. param name AS Nane,

v. node_i d AS Node,

p. param type AS Type,

p. param default AS 'Default',

p. parammn AS M ni num

p. param max AS Maxi mum

CASE p. param mandatory WHEN 1 THEN 'Y' ELSE 'N END AS ' Required',
v.config_val ue AS Current

FROM confi g_paramnms p

JA N config_val ues v
ON p. param nunber = v.confi g_param
WHERE p. paramnane |IN (' Nodeld', 'HostNane','DataMenory', 'I|ndexMenory');

For more information about these changes, see Section 6.15.8, “The ndbinfo config_params Table”.
See Section 6.15.9, “The ndbinfo config_values Table”, for further information and examples.
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In addition, the ndbi nf o database no longer depends on the Myl SAMstorage engine. All ndbi nf o
tables and views now use NDB (shown as NDBI NFO).

Several new ndbi nf o tables were introduced in NDB 7.5.4. These tables are listed here, with brief
descriptions:

e di ct _obj i nfo provides the names and types of database objects in NDB, as well as information
about parent obejcts where applicable

e tabl e distribution_status provides NDB table distribution status information

e tabl e_fragnent s provides information about the distribution of NDB table fragments

t abl e_i nf o provides information about logging, checkpointing, storage, and other options in
force for each NDB table

e tabl e_replicas provides information about fragment replicas
See the descriptions of the individual tables for more information.

Default row and column format changes.  Starting with NDB 7.5.1, the default value for both the
ROW FORNVAT option and the COLUMN_FORNVAT option for CREATE TABLE can be set to DYNAM C
rather than FI XED, using a new MySQL server variable ndb_def aul t _col unm_f or mat is added
as part of this change; set this to FI XED or DYNAM C (or start mysql d with the equivalent option
--ndb- def aul t - col unm- f or mat =FI XED) to force this value to be used for 